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Abstract Software Product Lines (SPLs) are families of systems that share common assets
allowing a disciplined reuse. Rarely SPLs start from scratch, instead they usually start from
a set of existing systems that undergo a reengineering process. Many approaches to con-
duct the reengineering process have been proposed and documented in research literature.
This scenario is a clear testament to the interest in this research area. We conducted a sys-
tematic mapping study to provide an overview of the current research on reengineering of
existing systems to SPLs, identify the community activity in regarding of venues and fre-
quency of publications in this field, and point out trends and open issues that could serve
as references for future research. This study identified 119 relevant publications. These
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primary sources were classified in six different dimensions related to reengineering phases,
strategies applied, types of systems used in the evaluation, input artefacts, output artefacts,
and tool support. The analysis of the results points out the existence of a consolidate com-
munity on this topic and a wide range of strategies to deal with different phases and tasks
of the reengineering process, besides the availability of some tools. We identify some open
issues and areas for future research such as the implementation of automation and tool
support, the use of different sources of information, need for improvements in the feature
management, the definition of ways to combine different strategies and methods, lack of
sophisticated refactoring, need for new metrics and measures and more robust empirical
evaluation. Reengineering of existing systems into SPLs is an active research topic with real
benefits in practice. This mapping study motivates new research in this field as well as the
adoption of systematic reuse in software companies.

Keywords Systematic reuse · Legacy systems · Evolution · Reengineering ·
Product family

1 Introduction

The premise of software reuse strategies is to use existing artefacts to build new soft-
ware, aiming to reduce time-to-market, improving productivity and producing high quality
software (Krueger 1992). According to Riva and Del Rosso, reuse is generally employed
through an ad hoc strategy, called “clone-and-own methodology” (Riva and Del Rosso
2003). When customers request for additional features, existing systems are cloned and
adapted to fulfill the new requirements. A main disadvantage of this methodology is the
simultaneous maintenance of a typically large number of individual product variants (Faust
and Verhoef 2003). In this scenario, as the number of features increases so does the complex-
ity of their development and maintenance, hence a systematic reuse approach is necessary.
A way to tackle this problem is the adoption of a Software Product Line (SPL) approach
(Linden et al. 2007; Pohl and Böckle 2005).

An SPL is a set of systems that share common features, and are designed for a spe-
cific domain (Clements and Northrop 2001; Linden et al. 2007). The main advantage of an
SPL is the systematic reuse of the common infrastructure – artefacts and assets – which
is shared to create different product variants. Software Product Line Engineering (SPLE)
is the discipline of developing and managing SPLs. SPLE identifies two types of assets:
the common assets, reused in all products, and the variable assets, related to those features
that are provided only by some products. In addition, SPLE deals with the effective man-
agement of SPLs throughout their entire life cycle. A way to undertake SPLE is by using
existing product variants as the basis to create SPL assets, known as extractive approach
(Krueger 2002).

Clone-and-own methodology was identified by a recent study as the most common reuse
scenario in practice (Dubinsky et al. 2013). In this context, the extractive approach is the
more common way to systematize the software reuse with SPLs and encompasses the
reengineering of existing systems, leading to a systematic reuse and easier maintenance,
because the systems are not maintained individually but instead as a group considering
both common and variable assets. Besides these technical benefits, the reengineering of
existing systems into an SPL allows companies to preserve their investment and aggregate
knowledge obtained during the development of individual systems. Because of these
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reasons, the extractive approach has attracted interest from companies, with many systems
in production, and researchers (e.g. Lozano (2011)).

This increased interest prompted us to perform a systematic mapping study, an evidence-
based method used to build a classification scheme and structure of a field of interest
(Petersen et al. 2008, 2015). The goal of this study is threefold: (1) to provide an overview
of the current research regarding the reengineering process of existing systems into SPLs,
(2) identify the activity of the research community regarding the venues and frequency of
publications in this field, and (3) point out research trends and gaps to direct future research
on the subject.

This paper is an extension of our previous work (Assunção and Vergilio 2014). In our
previous work we presented results of a systematic mapping on feature location and migra-
tion of existing systems to SPLs. We observed a consolidate research community in both
areas and a strong relation between feature location and the reengineering process to migrate
systems to SPLs. Despite extensive research, some phases on the reengineering process to
undertake the migration task have not been fully investigated. Furthermore, we noticed the
existence of a wide number of techniques adopted for the reengineering process and feature
location. In this paper we make the following extensions to our previous work:

– Inclusion of more primary sources: we extended the range of dates, including two years
of additional content, and the inclusion criteria, leading to 56 new pieces of work;

– An enriched background: more details about clone-and-own, software product lines,
and the reengineering process are provided to support the readers that are new to the
field;

– Inclusion of new research questions and an extended classification schema: eight
research question are added and a classification schema with new dimensions is
considered;

– More in depth analysis: the results are presented and analysed in more depth and detail.
Such analysis takes into account the publication venues, the relation of the input/output
artefacts with the strategies, and work on the intersection of different phases and
strategies;

– Detailed description of research avenues: the main limitations of the existing
approaches are pointed out. The goal is to synthesize evidence that suggests important
implications for practice, and to identify challenges and areas for improvement.

The paper is organized as follows. Section 2 reviews the concepts of clone-and-own,
software product lines, and the reengineering of systems to software product lines. Section 3
presents the methodology adopted in our mapping study. Section 4 describes the outcomes
of the mapping process and discusses important findings and research opportunities that
were identified. The threats to validity are presented in Section 5 and the related work in
Section 6. Section 7 summarizes our conclusions.

2 Background

This section briefly reviews terminology and main concepts used throughout the paper.

2.1 Clone-and-Own

The most common scenario of reuse in practice is ad hoc techniques. For instance, when
there exists demand for a new product that has some similar functionalities to an existing
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product, usually developers fork the new product from other already existing software and
then adapt it to fit the new requirements. These ad hoc practices are collectively called
Clone-and-Own (C&O) (Dubinsky et al. 2013). Besides offering a simple and efficient
way to reuse software artefact, products developed following C&O practices have their
own and independent development life cycle. C&O approaches may work fine with small
number of products, depending on products complexity, the development organization and
its software engineering practices. However, in most situations, adding new systems is no
longer doable either because of managerial, economical or technical reasons. For instance,
the maintenance of many independent products leads to multiple problems like inefficient
feature update or bug fixing, duplicate functionality, redundant and inadequate testing, etc
(Dubinsky et al. 2013).

Variability is the capacity of software artefacts to vary. Besides the problems regarding
maintenance of duplicated software artefacts, when we have to deal with a set of system
variants another problem raises, known as variability management. The management of
variability in a scenario with multiple system variants face several issues, i.e, extracting
variability from technical artefacts, tool support, design decisions management and enforce-
ment, testing of artefacts with variability, domain design, etc (Chen and Babar 2010;
Metzger and Pohl 2014). The software product line approach is the premier alternative to
cope effectively with the problems that emerge with the C&O practices, as discussed in next
section.

2.2 Software Product Lines

Software Product Line (SPL) is “a set of software-intensive systems that share a common,
managed set of features satisfying the specific needs of a particular market segment or
mission” (Clements and Northrop 2001). Over the last two decades extensive research and
practice have been done in the field of SPLs (Heradio et al. 2016). The benefits provided by
SPL practices are better customization, improved software reuse, and faster time to market.
The basis of the approach is that the products are built using a core asset base instead of
being developed one by one from scratch (Heradio et al. 2016). Members of an SPL are
distinguished by the set of features they provide (Pohl and Böckle 2005). A feature is “a
prominent or distinctive user-visible aspect, quality or characteristic of a software system
or systems” (Kang et al. 1990). Features are the building blocks of the products of an SPL.

Software Product Line Engineering (SPLE) is the discipline responsible to develop SPLs.
SPLE exploits the commonality (i.e., a property shared by all products of an SPL) and the
variability (i.e., the capacity of different applications of the product line to vary). An effec-
tive management and realization of variability is at the core of successful SPL development
(Svahnberg et al. 2005). Krueger reported three ways used by companies as start point to
SPLE (Krueger 2002):

– The proactive approach: first engineers perform a complete domain analysis, to have
a full scope of products, then they develop reusable domain artefacts, and finally they
use these artefacts to application engineering;

– The reactive approach: engineers incrementally grow their family of products applying
both domain and application engineering every time a new product is developed;

– The extractive approach: engineers use existing custom software systems by extracting
the common and varying artefacts, migrating them to an SPL.

The extractive approach is the most common way to adopt SPLs in companies with many
software system variants in production (Krueger 2002). Besides, providing the benefits of
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systematic reuse promoted by SPLs, the investment and knowledge necessary to develop
the existing system are held.

2.3 Reengineering of Systems

According to Chikofsky and Cross, reengineering is “the examination and alteration of a
subject system to reconstitute it in a new form and the subsequent implementation of the
new form” (Chikofsky and Cross J.HI 1990). Sometimes this term is confused with the
term reverse engineering. However, the same authors define reverse engineering as “the
process of analyzing a subject system to identify the system’s components and their inter-
relationships and create representations of the system in another form or at a higher level
of abstraction.” We can see that reverse engineering is concerned with understanding the
systems, on the other hand, reengineering is concerned with restructuring/refactoring the
systems. In this sense, reverse engineering is a prerequisite to the reengineering process,
since we need to understand the subject system that we have to transform (Demeyer et al.
2009).

In the context of our work, the reengineering has focus on transforming a set of exist-
ing systems into an SPL. This set of existing systems can be reached by the use of ad hoc
strategies of reuse, as mentioned in Section 2.1, or from a set of legacy systems. Reengineer-
ing of software systems into SPLs was the focus of two papers found in literature (Laguna
and Crespo 2013; Fenske et al. 2013). These papers present a coarse-grained overview of
the reengineering activity, answering questions about existing approaches, techniques, open
challenges, and suggesting a taxonomy for existing approaches. From this point of view,
our mapping study also has as goal the identification of approaches and techniques used for
the reengineering process, but with focus on fine-grained details.

SPLE proposes activities to manage features, create variability models, and use variabil-
ity mechanisms. However, taking into account the reengineering process, there are questions
regarding the flow of reengineering phases, artefacts commonly used, tool support, etc., that
remain unanswered. Recalling the goal of this paper, in this mapping we aim at exploring
the literature to understand the reengineering process, and answer a set of research questions
that remain open.

3 Systematic Mapping Process

Systematic mappings are studies designed to provide an overview of a research field
and find research opportunities. After the search and selection of the relevant litera-
ture, the studies are classified and counted regarding categories of interest in the field
(Petersen et al. 2008, 2015).

The study was carried out according to the mapping process proposed by Petersen et al.
(2008, 2015), which includes the main activities: definition of research questions, conduc-
tion of the search and screening of papers, classification scheme, and data extraction and
mapping. Each activity is described next.

3.1 Research Questions

As mentioned in the introduction, the goal of our systematic mapping is threefold: (1) to
provide an overview of the current research on the field, (2) identify the publication venues
and frequency, and (3) point out research trend and gaps for future work. Furthermore,
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motivated by questions unanswered in related work, such as the flow of the reengineering
process phases, input/output artefacts, and case studies used in evaluations; we formulated
eight research questions grouped in three categories, as follows:

1. Current research on reengineering systems into SPLs:

– RQ1: What are the common phases of the reengineering process? The goal of this
question is to identify the common phases applied in the reengineering process.
Furthermore, we can analyse the number of works devoted to each phase, and then
to identify possible needs not addressed in the field;

– RQ2: What are the strategies used in the reengineering process? In our context, a
strategy is the application of a technique or method to obtain an SPL from existing
systems. This question helps us to catalogue the strategies, techniques and methods,
currently employed in the reengineering process;

– RQ3: What are the artefacts used as input and output? A wide range of arte-
facts are produced along the software development process. In this question, we
analyse what are the artefacts used for each strategy, considering both inputs and
outputs;

– RQ4: What is the provenance of the systems used for the evaluation of the pro-
posed approaches? Our goal for this question is to obtain information regarding
the provenance of the case studies used in the evaluations, for instance, academic
or industrial systems. Based on this information, we can gauge at the maturity of
the approaches in a specific scenario;

– RQ5: What are the tools available that support the reengineering process? This
question aims at cataloging the specific tools proposed and used to support
the reengineering process. A list of existing tools can be used as reference for
practitioners who need support for the reengineering process;

2. Publications venues and frequency:

– RQ6: Where has work been published? There are few conferences and workshops
devoted specifically to SPLs, but research on this subject can be published in dif-
ferent venues of Computer Science and Software Engineering. We want to know
the most used fora to identify where the specialized community on this research
topic has been publishing;

– RQ7: How have publication frequencies changed? This question aims at analysing
the evolution of the number of published papers on this research topic over the
years. This information can help us to assess how relevant and active this topic is
in the Software Engineering community.

3. Trends and research opportunities:

– RQ8: What are the research gaps and trends in the field of reengineering of sys-
tems variants into SPL? This question aims at analyzing the limitation of existing
approaches and identifying research directions for future work to motivate new
research on this topic.

3.2 Conducting Search and Screening of Papers

In order to answer our research questions, the first step was the selection of relevant studies
from the literature. To conduct the search of studies we must define a set of search terms. To
reach a good set of terms we used a test-set of known papers that ought to be found. Using
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Table 1 Search Terms
Feature Location Terms

”feature location”, “concept location”, “concern location”, “feature
mining”, “feature identification”, “feature mapping”

Reengineering Terms

reengineering, refactoring, reconstruction, migration, migrating, evo-
lution, legacy, restructuring, “re-engineering”, “re-structuring”

SPL Terms

”application engineering”, commonality, “core asset”, “domain anal-
ysis”, “domain engineering”, “feature analysis”, “feature based”,
“feature diagram”, “feature model”, “feature modeling”, “feature
oriented”, “highly-configurable system”, “process family”, “product
family”, “product line”, “product line engineering”, “software fam-
ily”, “software product family”, “software product line”, “software
reuse”, SPL, variability, “variability analysis”, “variability manage-
ment”,”variability modeling”, “variability-intensive system”, variant,
variation, “variation point”

this reference set, we tried different combinations of keywords. In this way, we reached
three groups.

The first group for terms regarding the location of features, which are the building blocks
of SPLs. Feature location is the initial and crucial task to identify the functional parts of
existing systems to be re-engineered into SPLS. The second group relates to the notion of
reengineering of systems. For the second group we use terms similar to those presented in
a related work (Laguna and Crespo 2013). The third group relates to common SPL termi-
nology. For the last group, we employed SPL terms collected from twelve mapping studies
on several aspects of SPLs that we used in a recent survey on Search-Based Software Engi-
neering for SPLs (Lopez-Herrejon et al. 2015). The set of terms used to perform the search
is presented in Table 1.1

The search query composed by these terms is as follows:2

(“feature location” OR “concept location” OR “concern location” OR “feature
mining” OR “feature identification” OR “feature mapping”) AND (reengineering OR
refactoring OR reconstruction OR migration OR migrating OR evolution OR legacy OR
restructuring OR “re-engineering” OR “re-structuring”) AND (”application engineering”
OR ”commonality” OR “core asset” OR “domain analysis” OR “domain engineering”
OR “feature analysis” OR “feature based” OR “feature diagram” OR “feature model” OR
“feature modeling” OR “feature oriented” OR “highly-configurable system” OR “process
family” OR “product family” OR “product line” OR “product line engineering” OR “soft-
ware family” OR “software product family” OR “software product line” OR “software
reuse” OR “SPL” OR “variability” OR ”variability analysis” OR “variability manage-
ment” OR”variability modeling” OR “variability-intensive system” OR ”variant” OR
“variation” OR “variation point”)

1Alternative term spellings or upper/lower case are not shown in the table and were found not to be relevant
for our searches.
2Some databases have a limit of character for the search string. In these cases the search query used
was: ("feature location" OR "concept location" OR "concern location" OR
"feature mining") AND (reengineering OR refactoring OR reconstruction
OR migration OR migrating ) AND ("product line" OR "product-line" OR
"product family" OR "program family")
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Fig. 1 Steps of the search and selection of the relevant papers

The search and selection of the relevant primary sources were conducted in five steps,
shown in Fig. 1. In the first step we performed the search for relevant publications by using
the search string presented above. The search started in 2014 when we prepared our previous
work (Assunção and Vergilio 2014), then we performed the search again starting on January
4th 2016 and ended on February 12th 2016. We used seven academic databases, shown in
Table 2. In the table the last column presents the number of studies found in each database.
At the end of this step, we obtained a set of 2051 papers. In the second step, the title of
the works was read to select the relevant ones. When the title was not enough to clarify the
relevance of the paper, then the abstract was read. After reviewing the title and abstract of
the 2051 papers, we selected 240 studies.

In the third step 40 duplicate publications found in different databases were discarded
(see Fig. 1), remaining 200. In Step 4, we read the full length papers and the inclu-
sion/exclusion criteria presented in Table 3 were applied. We designed a set of inclusion
and exclusion criteria to select only studies that fit the goals of our study. In summary we
selected only papers peer reviewed, in English, available online, and with focus on reengi-
neering multiple systems to SPLs. Considering these criteria, a final set with 82 papers was
obtained.

In the last step (Step 5) we performed snowballing readings. In the snowballing reading,
citations and the reference list of found papers are used to identify other relevant studies

Table 2 Academic databases
used in the mapping Database URL #

Science Direct http://www.sciencedirect.com 1080

Scopus http://www.scopus.com 379

Web of Science http://www.isiknowledge.com 7

IEEE Xplore http://ieeexplore.ieee.org 3

ACM Digital Library http://dl.acm.org 10

Springer http://www.springerlink.com 333

Google Scholar http://scholar.google.com 239
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Table 3 Inclusion and exclusion
criteria Inclusion criteria

− Text in English;

− Publications in journals, conferences, workshops, abstracts,

tutorials, short papers, tool demonstration, entire thesis, book

chapter, and technical reports;

− Available in an electronic format: eps, DOC, HTML, etc;

− With focus on reengineering of SPLs starting from multiple

systems.

Exclusion criteria

− Position papers, doctoral symposium;

− Mapping studies, surveys, state-of-art and literature review;

− Papers not available online;

− Without focus on reengineering and SPL;

− Starting the reengineering process with a single system.

(Wohlin 2014). We performed backward snowballing, that encompassed the use of the ref-
erence list of the 82 papers obtained in the previous step. We went through the reference
lists looking for new relevant studies. For each paper identified for possible inclusion, we
read the paper and applied the inclusion and exclusion criteria. Then, we identified 37 new
relevant studies in this step. After this, the final set was composed of 119 papers.

The search and screening of papers discussed above were performed by the first and
second authors. After composing the final set of primary sources the fourth author reviewed
the included papers, hence assessed by an individual person.

3.3 Classification Scheme and Data Extraction

A classification scheme was used to guide the data extraction from relevant studies. Consid-
ering the goals and research questions of our mapping, there is no standard set of categories
regarding the reengineering process known in literature. Considering this case we created
our own classification scheme iteratively during the reading of the studies. The four steps to
create the classification scheme were: (1) first we determined six dimensions related to the
research questions about the reengineering process (RQ1 to RQ5), (2) then we read the pri-
mary sources, collected and documented all relevant concepts or terms taking into account
the dimensions, (3) next the sets of concepts and terms from different papers were com-
bined together, for that we analyzed which parts of the identified information were similar
or common in different studies, and finally (4) one category for each similar/common item
was created in the correlated dimension. This process was performed initially by the first
author for our previous work (Assunção and Vergilio 2014) and refined after the search for
new papers by the first three authors.

The dimensions defined about the reengineering process are: addressed reengineering
phase (RQ1), type of technique or method applied (RQ2), artefact used as input for the
process (RQ3), artefact generated as output (RQ3), type of systems used in the evaluation
(RQ4), and existence of tool support (RQ5). The dimensions and categories, and a brief
description of them are presented in Table 4. Each paper can belong to more than one
category. Further details about the categories of each dimension are provided in the results.

Besides the classification scheme, we also captured complementary data regarding
the reengineering process: what technique/method/algorithm was applied in each strategy
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Table 4 Classification Scheme

Dimensions Categories Description

Reengineering
Phase

Detection Relevant information is extracted from the input artefacts, e.g.
source code, to understand the existing structure, data flow,
relationships, existing features, etc.

Analysis The information discovered is used to infer, design and organize
new partitions that cluster the functional features.

Transformation When transformations are performed on the considered artefacts
(such as source code) aiming at enabling the systematic reuse.

Strategy Expert-driven Strategy based on the expertise of specialists: software engi-
neers, software architects, developers, stakeholders, etc.

Static analysis Static analysis relies on following or analysing structural infor-
mation of static artefacts, in other words, without their execution
(Wichmann et al. 1995).

Dynamic analysis When tools are used to collect and analyse information about
the artefact’s execution, in general considering a low-level of
abstraction, such as source code (Cornelissen et al. 2009).

Information Retrieval This strategy leverages the fact that identifiers and comments
represent domain knowledge. Commonly this strategy considers
the textual similarity (Manning et al. 2008).

Search-based This strategy applies algorithms from the optimization field,
such as Genetic Algorithms (Harman et al. 2009).

Input artefacts Domain information An example of this category is high level description of systems
in specific domain and domain analysis.

Requirements Documents containing feature descriptions, customer requests,
test sets generated, implementation and operation aspects, etc.

Design models Design artefacts include models such as class diagrams, state
machines, or entity-relationship database model.

Source code Corresponds to the system implementation in a programming
language.

Output artefacts Features discovered Features identified or mined from artefacts where they are not
well-modularized or spread in multiple implementation units.

Features mapped Traceability links between known features and artefacts related
with them, for instance, from requirements to source code.

Reports Reports with information such as the variability among the sys-
tems, impact on the reengineering to SPLs, and potential reuse
in legacy system variants.

Source code refactored Source code refactored is an output provided to allow a better
organization of the features with the SPLE.

Type of Systems Industrial/Open source Industrial or Open source systems are real case studies, devel-
oped by open source communities or by private companies.
These systems vary from small to large systems.

Academic/Illustrative Academic or Illustrative systems, a.k.a. toy systems. Are gener-
ally small systems presented in text books or used to illustrate
how approaches work.

None When the approaches do not use any system for their evaluation.

Tool support Use of tool When the study points the use of a tool to support the reengi-
neering process.

None When the approaches do not use any tool to support the reengi-
neering process.
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category (RQ2), name of the systems used in the evaluation (RQ4), and name of the tools
(RQ5). Furthermore, to answer other research questions the following data was also col-
lected: paper title and publication venue (RQ6), publication year (RQ7), and approaches
limitations, gaps, and future work mentioned (RQ8). In the next sections, the results and
analysis of this classification are presented.

To assess the quality of the classification we proceed as described next. A subset of six
papers from the the primary sources were selected and classified individually by the first
three authors. Then the authors had a meeting to discuss the classifications. After agreeing
regarding the classification, the first author classified the remaining papers. The final set of
classifications was reviewed by the second and fourth authors.

4 Results

In this section, we describe the results of the data extraction phase. In Section 4.8 we present
our analysis, identified trends, and research opportunities.

4.1 RQ1 - Phases of the Reengineering Process

In the context of obtaining SPLs from existing systems, there is not an established or widely
accepted set of phases to conduct the reengineering process. Because of this, we inferred
the phases using the data from the primary sources we identified. In most cases the phases
of proposed approaches are not clearly described, so we inferred them also by considering
the type of input and output artefacts. In summary, we observed that the main tasks that the
approaches do are: (1) to identify the features existing in a set of systems or map features to
their implementation, (2) to analyse the available artefacts and information to propose a pos-
sible SPL representation, and (3) to perform the modification in the artefacts to obtain the
SPL. These phases are respectively called detection, analysis, and transformation, recalling
the terminology proposed by Anwikar et al. (2012).

Based on the above mentioned, we created an overview of the reverse engineering pro-
cess with focus on SPLs, which is presented in Fig. 2. Depicted on the left part of the
figure we have the systems developed following C&O practices. The solid line represents

Fig. 2 Software reengineering process
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the entire process of reengineering, however, it is usually composed by some phases, shown
by dashed lines.

The generic phases of the reengineering process of existing systems into SPLs are: (1)
Detection phase is the begining of the process, devoted to detecting the variability and
commonality among existing products. Such as show in Fig. 2, the variabilities and com-
monalities are represented in terms of features. Common support in this phase is given by
feature location techniques, which aim at locating the artifacts responsible for implementing
the system functionalities. The management of the features and the mapping/traceability to
the software artefacts that implement them are tasks of the SPLE domain engineering pro-
cess (Dit et al. 2013; Rubin and Chechik 2013). (2) Analysis phase involves the organization
of discovered variability and commonality. This step is devoted to creating the variabil-
ity model, shown in the middle of Fig. 2, to express the valid combinations of features of
an SPL. The feature model is the most popular form of variability model. Feature models
are tree-like structures used to establish the existing relations between features (Kang et al.
1990). (3) Transformation phase is the last step of the process. Here artefacts that implement
the features and the variability model are used to create the SPL, using a variability mech-
anism. For instance, the simplest mechanism is based on #ifdef statements made to the
artefacts that are pre-processed, shown in the right of Fig. 2, following the desired feature
selection, to create different products (Bachmann and Clements 2005). The reengineering
can also be done considering design models (Wagner 2014).

Taking into account the phases of the reenginering process, Fig. 3a presents the distribu-
tion of studies among detection, analysis and transformation. We can observe that detection
and analysis phases have received roughly the same attention. A possible reason for that
is the existing relationship between them. When the detection is performed the analysis is
a natural continuation. To extract information from artefacts without discovering helpful
information for their reuse seems to make no sense. Consider that performing only detection
without analysis would make sense for certain maintenance tasks (e.g. bug fixing), how-
ever, maintenance issues are outside of the scope of our mapping study. The transformation
phase, which allows the actual systematic reuse of the artefacts, has not been extensively
investigated.

Many proposed approaches have focus on more than one phase. Figure 3b presents
the number of papers addressing each phase and the papers in more than one phase. As

a

b

59

1 0

30

819

Detection Analysis

Transformation

2

Fig. 3 Reengineering phases
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mentioned before, most papers involve detection and analysis (59), followed by papers that
cover the three phases (30). Those papers with focus in only one phase are mainly in detec-
tion (19) and few ones in analysis (8) and transformation (2). Not surprisingly, we did not
find papers with focus on detection and transformation only, because it does not make sense
to perform these phases without adequate analysis. Table 5 presents the reference of studies
according to the phases and their intersections.

Figure 4 presents a bubble chart with the number of the papers in each phase by year.
Again, we can observe a correlation between detection and analysis. In spite of the lower

Table 5 Publications per phase

Phase # References

Detection 19 (Lohar et al. 2013; Falessi et al. 2010; Maia et al. 2008; Li
et al. 2005; Stuikys and Valincius 2011; Knodel et al. 2005;
Al-msie’deen et al. 2013; Heidenreich et al. 2008; Ferrari et al.
2013; Eisenbarth et al. 2001; Rubin and Chechik 2012b; Ziadi
et al. 2012; Rubin et al. 2012; Eyal-Salman et al. 2013c; Van
Der Storm 2007; Shao et al. 2013; Linsbauer et al. 2014; Niu
et al. 2014; Guzman and Maalej 2014)

Analysis 8 (Linsbauer et al. 2013; Ryssel et al. 2011; Segura et al. 2012;
Stoermer and O’Brien 2001; Linsbauer et al. 2014; Lopez-
Herrejon et al. 2015; Eriksson et al. 2005; Eyal-Salman et al.
2014)

Transformation 2 (Romero et al. 2013; Mohamed et al. 2014)

Detect. + Analy. 59 (Schulze et al. 2013; Passos et al. 2013; Seidl et al. 2012;
She et al. 2011; Koziolek et al. 2013; Anwikar et al. 2012;
Eyal-Salman et al. 2012; Davril et al. 2013; Merschen et al.
2011; Xue et al. 2012; Damaṡeviċius et al. 2012; Xue et al.
2010; AL-Msie’deen et al. 2012; Kelly et al. 2011; Nunes et al.
2013; Yang et al. 2009; Eyal Salman et al. 2013; Ziadi et al.
2014; Valinċius et al. 2013; Ali et al. 2011; Eyal-Salman et al.
2013b; Olszak and Jørgensen 2012; She et al. 2014; Peng et al.
2013; Gamez and Fuentes 2013; Sampath 2013; Alves et al.
2007; Li et al. 2007; Frenzel et al. 2007; Polzer et al. 2012;
AL-Msie’deen et al. 2013; Kulesza et al. 2007; Almeida et al.
2006; Noor et al. 2008; Bécan 2013; Trifu 2010; She 2013;
Acher et al. 2013; Haslinger et al. 2011; Eyal-Salman et al.
2013a; Martinez et al. 2014; Nöbauer et al. 2014a; Klatt et al.
2014; Acher et al. 2011; Nöbauer et al. 2014b; Gharsellaoui
et al. 2015; Maazoun et al. 2014a; Mefteh et al. 2014; Maâzoun
et al. 2014b; Abbasi et al. 2014; Alves et al. 2008; Weston et al.
2009; Chen et al. 2005; Acher et al. 2012; Hariri et al. 2013;
Mu et al. 2009; Yu et al. 2013; Bagheri et al. 2012; Boutkova
and Houdek 2011)

Analy. + Transf. 1 (Kolb et al. 2006)

Detect. + Analy. + Transf. 30 (Santos et al. 2013; Nunes et al. 2012; Rubin et al. 2013;
Araújo et al. 2013; Knodel et al. 2005; Ramos and Penteado
2008; Duszynski et al. 2011; Klatt et al. 2013; Lago and Vliet
2004; Gamez and Fuentes 2011; Xue 2012; de Oliveira et al.
2012; Otsuka et al. 2011; Bayer et al. 2004; Bécan et al.
2013; Rubin and Chechik 2012a; Kang et al. 2005; Rubin and
Chechik 2010; Losavio et al. 2013; Zhang et al. 2011; Breivold
et al. 2008; Nie et al. 2012; Martinez et al. 2015; Rubin 2014;
Fischer et al. 2015; Tang and Leung 2015; Fischer et al. 2014;
Rubin et al. 2015; Faust and Verhoef 2003; Kumaki et al. 2012)
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Fig. 4 Phases addressed by the studies per year

number of papers tackling transformation, we notice an interest in this phase over the years,
mainly since 2011.

4.2 RQ2 - Strategies to Perform the Reengineering

According to our schema presented in Section 3, the strategies used in the reengineering
were grouped in five categories. Figure 5a shows the number of papers in each strategy
category. Static Analysis is the category with the largest number of papers. Expert-driven
is the second most common strategy. Almost with the same attention appears Information
Retrieval. Its preference is due to the ability to deal with documents/artefacts at a high level
of abstraction, e.g. requirements in natural language.

We also observed that some studies do not use only one type of strategy, but instead
use a combination of different strategies. This combination is sometimes named “hybrid”
in literature (Rubin and Chechik 2013). For an overview about these combinations, Fig. 5b
presents the number of studies in the intersections of different categories of strategies. Static
analysis is the strategy most combined with other strategies, there are works using this
strategy combined with all the other four strategies. Expert-driven and Information Retrieval
are combined with other three strategies. Dynamic analysis and Search-based have studies

a

b

Expert-
driven

14

1

3

1

19 45

3
25

3
1

2

Static
Analysis

Search-
based

Information
Retrieval

Dynamic
Analysis

2

Fig. 5 Reengineering strategies
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combined with only two other categories. The most frequent combination of strategies is
Static analysis and Expert-driven, with 14 studies. Almost half of the primary sources (14
out of 36) that apply Expert-driven are combined with almost one fourth of studies (14 out
of 64) that apply Static Analysis. Table 6 shows the references for the studies considering
the intersections.

The classification of primary sources in each category and the techniques/methods found
during the mapping are presented in Table 7. A technique or method is the concrete appli-
cation of an algorithm, tool, or approach. In the fourth, fifth, and sixth columns of the table
we present the percentage of works that deal with each phase. For example, in the category
Expert-driven 32 out of 36 studies deal with the detection phase, 31 with analysis, and 17
with transformation.

The reengineering process conducted by experts (Expert-driven strategy) is the strategy
that has the most number of works in the three phases of the reengineering process and
has the largest number or works in transformation phase. Expertise seems to be adequate to
perform the entire reengineering process. In the category of Static analysis we can observe
that some techniques/methods also have a good number of studies in the three phases, for
instance Heuristics and Overlaps; however, it does not happen for all techniques/methods of
the strategy. Static analysis has the largest number of different techniques/methods, mainly
dealing with detection and analysis. The strategy Dynamic analysis has only two meth-
ods that also have focus on the first two phases of the reengineering process. Information
Retrieval has a good coverage of studies on the detection phase. This can be justified because
of its ability to deal with large amount of data to discovery information. On the other hand
the Search-based strategy deals mainly with analysis phase. We observed that search-based
techniques have been used to create variability models that best represent existing systems,
a complex activity.

Figure 6 shows the number of publications per year and type of strategy. The first strate-
gies applied in 2001 were Expert-driven, Dynamic analysis and Information Retrieval. In
2004 the first work on Static Analysis appears, and recently in 2011, on a Search-based
strategy. Until 2013 the number of research papers grew, addressing the strategies Expert-
driven, Static Analysis, and Information Retrieval, but in the last two years the number
of studies on these strategies decreased. The number of studies addressing the strategies
Dynamic analysis and Search-based remains constant.

4.3 RQ3 - Input and Output Artefacts

In this section we summarize the results of the artefacts used. This summary is based on
the type of artefact provided as input and produced as output by each paper, shown in
Table 8. Regarding the input artefacts, Source code is the most common input artefact with
73 primary sources. Java, C, C++, and C# are the programming languages generally used.
Requirements were the second most common with 55 primary sources. Examples of require-
ment artefacts are specifications, feature descriptions, customer requests, test suites, and
documentation. Design models with 30 primary sources cover artefacts such as: class dia-
grams, state machines, and entity-relationship database models. Nine papers use Domain
information, such as products description, user comments, documentation of systems in
specific domain, and domain analysis.

Different types of artefacts are produced. We grouped them into four categories. Features
mapped, the most common output with 34 studies, and Features discovered (27 primary
sources) are in general outputs of the detection and analysis phases. When the features
are known and well defined it is only necessary to obtain the mapping of features to the
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Table 6 Publications per strategy

Strategy # References

Expert-driven 19 (Schulze et al. 2013; Santos et al. 2013; Passos et al. 2013;
Koziolek et al. 2013; Rubin et al. 2013; Knodel et al. 2005;
Ramos and Penteado 2008; Stuikys and Valincius 2011;
Knodel et al. 2005; Almeida et al. 2006; Heidenreich et al.
2008; Lago and Vliet 2004; de Oliveira et al. 2012; Otsuka
et al. 2011; Zhang et al. 2011; Stoermer and O’Brien 2001;
Eriksson et al. 2005; Abbasi et al. 2014; Faust and Verhoef
2003)

Static Analysis 45 (Alves et al. 2007; Kulesza et al. 2007; Kelly et al. 2011;
Valinċius et al. 2013; Chen et al. 2005; Yu et al. 2013; Hariri
et al. 2013; Rubin et al. 2012; Nöbauer et al. 2014a; Klatt et al.
2014; Linsbauer et al. 2014; Xue et al. 2010; She et al. 2014;
Trifu 2010; She 2013; Van Der Storm 2007; Losavio et al.
2013; Nie et al. 2012; Damaṡeviċius et al. 2012; Nunes et al.
2012; She et al. 2011; Nunes et al. 2013; Bécan et al. 2013;
Rubin and Chechik 2012a; Tang and Leung 2015; Bayer et al.
2004; Kang et al. 2005; Araújo et al. 2013; Romero et al. 2013;
Seidl et al. 2012; Merschen et al. 2011; Gamez and Fuentes
2013; Polzer et al. 2012; Gamez and Fuentes 2011; Linsbauer
et al. 2013; Duszynski et al. 2011; Martinez et al. 2014; Li
et al. 2005; Acher et al. 2012; Frenzel et al. 2007; Mu et al.
2009; Haslinger et al. 2011; Rubin and Chechik 2012b; 2010;
Peng et al. 2013)

Dynamic Analysis 3 (Anwikar et al. 2012; Maia et al. 2008; Olszak and Jørgensen
2012)

Information Retrieval 25 (Ryssel et al. 2011; Sampath 2013; AL-Msie’deen et al. 2013;
Xue et al. 2012; AL-Msie’deen et al. 2012; Eyal-Salman et
al. 2013b; Xue 2012; Gharsellaoui et al. 2015; Maazoun et
al. 2014a; Maâzoun et al. 2014b; Eyal-Salman et al. 2013a, c;
Mefteh et al. 2014; Ziadi et al. 2012; Niu et al. 2014; Eyal-
Salman et al. 2012; Eyal Salman et al. 2013; Shao et al. 2013;
Davril et al. 2013; Falessi et al. 2010; Ferrari et al. 2013;
Guzman and Maalej 2014; Li et al. 2007; Kumaki et al. 2012;
Ziadi et al. 2014)

Search-based 3 (Segura et al. 2012; Lopez-Herrejon et al. 2015; Linsbauer et al. 2014)

Exp. + Stat. 14 (Weston et al. 2009; Bécan 2013; Nöbauer et al. 2014b;
Breivold et al. 2008; Martinez et al. 2015; Fischer et al. 2015;
2014; Mohamed et al. 2014; Noor et al. 2008; Acher et al.
2013; Kolb et al. 2006; Acher et al. 2011; Rubin 2014; Rubin
et al. 2015)

Exp. + IR 2 (Boutkova and Houdek 2011; Bagheri et al. 2012)

Exp. + SB 1 (Lohar et al. 2013)

Stat. + Dyn 1 (Klatt et al. 2013)

Stat. + IR 3 (Eyal-Salman et al. 2014; Alves et al. 2008; Al-msie’deen et al. 2013)

Stat. + SB 1 (Ali et al. 2011)

Dyn. + IR 2 (Yang et al. 2009; Eisenbarth et al. 2001)

elements, commonly in source code. When these features are disorganized or spread across
many code units, it is necessary to discover the features and its elements. 13 primary sources
has as output Reports, which are often generated with information such as the variabil-
ity among the systems, impact on the reengineering to SPLs, and potential reuse in legacy
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Fig. 6 Strategies addressed by the studies per year

system variants. Source code refactored, the second more generated output with 31 studies,
is a common output of the transformation phase. After generating a feature-to-code trace-
ability, the source-code elements associated to a feature can be: clustered into a Java package
(in case of object-oriented programming, e.g. Olszak and Jørgensen (2012)), migrated to
an aspect (in aspect-oriented programming, e.g. Alves et al. (2007)), or reformulated as
components assets (e.g. Knodel et al. (2005)).

To analyse the relationship between strategies and inputs/outputs artefacts we use Fig. 7,
which shows a bubble chart that maps the studies considering both dimensions. Expert-
driven, Static analysis and Information Retrieval are strategies that have primary sources
that use the four categories of input and output. In these strategies the most common input
is the Source code (26, 38, and 20, respectively), and the most common output is the Source
code refactored (15) for Expert-drive and Features discovered for Static analysis (30) and
Information Retrieval (17). Dynamic analysis does not use Domain information as input
and it also does not have primary sources that generate Reports. Finally, the Search-based
strategy has primary sources that use as input Requirements, Design models and Source
code, and generate only Features discovered and Reports.

Studies of all strategies have as input Requirements, Design models and Source code, but
only studies based on Expert-driven, Static Analysis and Information Retrieval strategies
use Domain information. For all strategies there are studies producing as output Features
discovered and Source code refactored. About other outputs, only the Search-based strategy
does not generate Features mapped. Moreover, Dynamic Analysis and Search-based strate-
gies do not generate Reports, what is expected, since the studies with these strategies do not
use Domain artifacts as input.

4.4 RQ4 - Systems Used for the Evaluation

We also analysed if the approaches proposed were evaluated and what kind of systems were
used. Our results are summarized in Fig. 8. Most primary sources (57) use industrial/open
source systems in the evaluations of their studies; 44 studies use academic/illustrative sys-
tems. 12 studies use both types of systems. In these cases, academic/illustrative systems are
generally used in a controlled experiment and industrial/open source systems for a better
evaluation. None type of evaluation was found in six of the papers. The systems used vary
in the domain and size. Table 9 presents the main systems used in the evaluations.
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4.5 RQ5 - Tool Support for the Reengineering Process

We present a summary of the tools proposed in the collected papers and used for evaluation.
An total of 19 tools for the reengineering support were found. We only consider tools that are
specific for the reengineering process. A brief description of the tools, and corresponding
work references are presented in Table 10. The first tool appeared in 2007 (Alves et al. 2007)

Table 8 Categories of inputs and outputs artefacts used

Category # References

Input

Domain information 9 (Bagheri et al. 2012; Almeida et al. 2006; Davril et al. 2013; Hariri et al. 2013;
Acher et al. 2012; Yu et al. 2013; Ferrari et al. 2013; Mefteh et al. 2014; Guzman
and Maalej 2014)

Requirements 55 (Almeida et al.2006; Koziolek et al. 2013; Knodel et al. 2005; Ramos and
Penteado 2008; Noor et al. 2008; Lago and Vliet 2004; Kolb et al. 2006; Maia
et al. 2008; Losavio et al. 2013; Eyal-Salman et al. 2014; Stuikys and Valincius
2011; Linsbauer et al. 2013; Eyal Salman et al. 2013; Eyal-Salman et al. 2013b;
Xue 2012; Eisenbarth et al. 2001; Eyal-Salman et al. 2013c; Van Der Storm
2007; Eyal-Salman et al. 2013a; She 2013; She et al. 2011; Haslinger et al. 2011;
Linsbauer et al. 2014; Lopez-Herrejon et al. 2015; Nunes et al. 2012, 2013; Ryssel
et al. 2011; Ali et al. 2011; Bécan 2013; Bécan et al. 2013; Rubin et al. 2013;
Araújo et al. 2013; Falessi et al. 2010; Valinċius et al. 2013; Li et al. 2007; Trifu
2010; Shao et al. 2013; Nöbauer et al. 2014a; Martinez et al. 2015; Rubin 2014;
Faust and Verhoef 2003; Kumaki et al. 2012; Niu et al. 2014; Alves et al. 2008;
Weston et al. 2009; Chen et al. 2005; Mu et al. 2009; Boutkova and Houdek
2011; Merschen et al. 2011; Polzer et al. 2012; Rubin et al. 2015; Stoermer and
O’Brien 2001; Santos et al. 2013; Mefteh et al. 2014; Eriksson et al. 2005)

Design models 30 (Faust and Verhoef 2003; Acher et al. 2013; 2011; Xue 2012; Kumaki et al.
2012; Lago and Vliet 2004; Knodel et al. 2005; Yang et al. 2009; Romero et al.
2013; Kulesza et al. 2007; Passos et al. 2013; Seidl et al. 2012; Eyal-Salman
et al. 2012; Peng et al. 2013; Mohamed et al. 2014; Gamez and Fuentes 2011;
Heidenreich et al. 2008; Segura et al. 2012; Li et al. 2005; Rubin and Chechik
2010; Knodel et al. 2005; Li et al. 2007; Martinez et al. 2015; Rubin 2014; Rubin
et al. 2015; Schulze et al. 2013; Xue et al. 2010; Martinez et al. 2014; Bécan
2013; Nie et al. 2012)

Source code 73 (Almeida et al. 2006; Faust and Verhoef 2003; Li et al. 2007; Eisenbarth et al.
2001; Nöbauer et al. 2014b; Lohar et al. 2013; Gharsellaoui et al. 2015; Stuikys
and Valincius 2011; de Oliveira et al. 2012; Van Der Storm 2007; Damaṡeviċius
et al. 2012; Olszak and Jørgensen 2012; Kang et al. 2005; Sampath 2013; Tang
and Leung 2015; Breivold et al. 2008; Alves et al. 2007; Seidl et al. 2012;
Mohamed et al. 2014; Noor et al. 2008; Linsbauer et al. 2013; Xue et al. 2012;
Klatt et al. 2013; Frenzel et al. 2007; AL-Msie’deen et al. 2013; Otsuka et al.
2011; Zhang et al. 2011; Maazoun et al. 2014a; Fischer et al. 2014; Eyal Salman
et al. 2013; Ziadi et al. 2012; Bayer et al. 2004; She et al. 2014; Gamez and
Fuentes 2013; Xue 2012; Kelly et al. 2011; Bécan 2013; Rubin and Chechik
2012a; Rubin et al. 2012; Lago and Vliet 2004; Passos et al. 2013; Eyal-Salman
et al. 2012; Peng et al. 2013; Knodel et al. 2005; Koziolek et al. 2013; Ramos
and Penteado 2008; Eyal-Salman et al. 2013a, b, c; Nunes et al. 2012; Rubin et
al. 2013; Valinċius et al. 2013; Shao et al. 2013; Nöbauer et al. 2014a; Polzer
et al. 2012; Santos et al. 2013; Al-msie’deen et al. 2013; Rubin and Chechik
2012b; Klatt et al. 2014; Trifu 2010; Anwikar et al. 2012; Martinez et al. 2015;
Rubin 2014; Rubin et al. 2015; Eyal-Salman et al. 2014; Maâzoun et al. 2014b;
Duszynski et al. 2011; AL-Msie’deen et al. 2012; Kolb et al. 2006; Ziadi et al.
2014; Fischer et al. 2015; Linsbauer et al. 2014; Abbasi et al. 2014)
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Table 8 (continued)

Category # References

Output

Features mapped 34 (Rubin et al. 2015; Fischer et al. 2014, 2015; Eyal-Salman et al. 2014; Martinez
et al. 2015; Hariri et al. 2013; Rubin 2014; Boutkova and Houdek 2011;
Eisenbarth et al. 2001; Romero et al. 2013; Schulze et al. 2013; Eyal-Salman
et al. 2013a, b; Heidenreich et al. 2008; Lago and Vliet 2004; Van Der Storm
2007; Eyal-Salman et al. 2013c; Polzer et al. 2012; Anwikar et al. 2012;
Linsbauer et al. 2014; Kulesza et al. 2007; Nunes et al. 2013; Seidl et al. 2012;
Trifu 2010; Eriksson et al. 2005; Shao et al. 2013; Eyal-Salman et al. 2012;
Merschen et al. 2011; Stuikys and Valincius 2011; Linsbauer et al. 2013; Passos
et al. 2013; Peng et al. 2013; Ziadi et al. 2014; Eyal Salman et al. 2013)

Features discovered 27 (Frenzel et al. 2007; Xue et al. 2012; Maia et al. 2008; Almeida et al. 2006; Rubin
and Chechik 2010; Ferrari et al. 2013; Falessi et al. 2010; Martinez et al. 2015;
Eriksson et al. 2005; Damaṡeviċius et al. 2012; Sampath 2013; AL-Msie’deen
et al. 2013; Maazoun et al. 2014a; She et al. 2014; Bécan 2013; Valinċius et al.
2013; Maâzoun et al. 2014b; Abbasi et al. 2014; Acher et al. 2013; 2011;
Kumaki et al. 2012; Yang et al. 2009; Li et al. 2005; Xue et al. 2010; She 2013;
Linsbauer et al. 2014; Lopez-Herrejon et al. 2015)

Reports 13 (Merschen et al. 2011; Bagheri et al. 2012; Rubin 2014; Zhang
et al. 2011; Guzman and Maalej 2014; Yu et al. 2013; Niu et al.
2014; Mu et al. 2009; Knodel et al. 2005; Koziolek et al. 2013;
Noor et al. 2008; Stoermer and O’Brien 2001; Martinez et al.
2015)

Source code refactored 31 (Santos et al. 2013; Alves et al. 2007; Knodel et al. 2005; Tang and Leung 2015;
Kolb et al. 2006; Ali et al. 2011; Olszak and Jørgensen 2012; Nunes et al. 2012;
Martinez et al. 2015; Fischer et al. 2014; 2015; Rubin 2014; de Oliveira et al.
2012; Klatt et al. 2013; Rubin and Chechik 2012a; Rubin et al. 2015; Faust and
Verhoef 2003; Mohamed et al. 2014; Kumaki et al. 2012; Breivold et al. 2008;
Bayer et al. 2004; Losavio et al. 2013; Gamez and Fuentes 2011; Rubin et al.
2013; Kang et al. 2005; Otsuka et al. 2011; Xue 2012; Ramos and Penteado
2008; Maazoun et al. 2014a; Gharsellaoui et al. 2015; Kelly et al. 2011)

  

Fig. 7 Input and output used by the strategies
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Fig. 8 Number of studies per
type of system used in the
evaluation

and since then, papers that present tools has become more common. This was expected,
because of the increasing number of papers on the subject.

Table 11 presents the phases, strategies, input and output per tool. We can observe that
most tools have focus on phases of detection and analysis, usually applying the Static anal-
ysis strategy. For Dynamic analysis and Search-based strategies, we found only one tool.
Eight tools cover the three phases of the reengineering process. Regarding the input and
output, the majority of tools use source code as input, followed by requirements and design
artifacts. Considering that source code is the most common artifact, it is expected that
refactoring of source code is the most common output. The mapping and/or discovering of
features in system variants are also well covered by the tools. There are only two tools that
generate reports to support SPL adoption.

4.6 RQ6 - Type and Fora of the Publications

First, we analyse the fora of the publications. The number of studies in each cat-
egory is presented in Fig. 9. We can see that most papers were published in peer
reviewed venues: journals, conferences, and workshops (∼92 % = 110 papers). This
indicates that the area is being disseminated through a wide range of scientific
outlets.

Conferences are the most frequent publication venue, followed by journals and work-
shops. The papers in these three types are distributed among 63 distinct venues: 17 journals,
38 conferences, and 8 workshops. Figure 10 shows the main fora with the most number
of publications. From the 63 publication venues only 18 have two or more publications,
and are accounting for a total of 65 papers, or 55 %. International Software Product Line
Conference (SPLC) and Working Conference on Reverse Engineering (WCRE) are specific
conferences and the preferred ones. Together they published 24 papers (20 %) of the pri-
mary sources. Information and Software Technology, Journal of Systems and Software, and
Software: Practice and Experience are the journals with the largest number of publications.
All of them are general Software Engineering publication venues. The main work-
shops are International Workshop on Variability Modelling of Software-Intensive Systems
(VaMoS), International Workshop on Model-driven Approaches in Software Product Line
Engineering (MAPLE) and International Workshop on Reverse Variability Engineering
(REVE).

The distribution of the number of publications does not correlate with the number of
distinct venues. For example, 52 (∼67 %) conference publications appear in 12 (∼32 %) dis-
tinct venues, while all the 20 journal papers appear in 17 distinct venues. This is maybe due
to the small number of conferences devoted to SPLs and maintenance/evolution, which are
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Table 9 Systems used in evaluations

Industrial/Open source

ArgoUML (Eyal-Salman et al. 2013a; Linsbauer et al. 2014; Klatt et al. 2014; Ziadi et al. 2012; Al-msie’deen
et al. 2013; Linsbauer et al. 2013; Eyal Salman et al. 2013; Eyal-Salman et al. 2013b; AL-Msie’deen et al.
2013); Eyal-Salman et al. 2013c, 2014; Fischer et al. 2014), Linux kernel (She et al. 2011; Xue et al. 2012;
Peng et al. 2013; Xue 2012; She 2013), Softpedia Repository (Hariri et al. 2013; Yu et al. 2013; Guzman
and Maalej 2014; Bagheri et al. 2012) Eclipse Project and Plugins (Knodel et al. 2005; Bayer et al. 2004;
Martinez et al. 2015), Berkeley DB (Linsbauer et al. 2014; Xue 2012; Nie et al. 2012), Smart Home (Araújo
et al. 2013; Alves et al. 2008; Weston et al. 2009), Automarker systems (Niu et al. 2014; Boutkova and
Houdek 2011), JHotDraw (Trifu 2010; Olszak and Jørgensen 2012), Prevayler (Linsbauer et al. 2014; Tang
and Leung 2015), FraSCAti (Acher et al. 2013; 2011), Microsoft Dynamics AX (Nöbauer et al. 2014b;
2014a), Defense domain systems (Rubin et al. 2015; Eriksson et al. 2005), Gantt Project (Noor et al. 2008),
BlueJ (Olszak and Jørgensen 2012), Apache Web Server (Linsbauer et al. 2014), CCHIT Health (Lohar et al.
2013), CM-1 NASA (Lohar et al. 2013), Communications-Based Train Control (CBTC) (Ferrari et al. 2013),
Curl (Linsbauer et al. 2014), DesktopSearcher (Linsbauer et al. 2014), E-Clinic (Lohar et al. 2013), eCos
kernel (She et al. 2011), FreeBSD (She et al. 2011), Fujitsu Kyushu Network Technologies (Otsuka et al.
2011), Health watcher (Al-msie’deen et al. 2013), I-Trust (Lohar et al. 2013), Alcatel-Lucent IXM-PF (Zhang
et al. 2011), Image Memory Handler (IMH) (Kolb et al. 2006), Java Buffer Library (Damaṡeviċius et al.
2012), Jforum (Yang et al. 2009), JGossip (Yang et al. 2009), Labor Market Monitoring Software Product
Line (LMMSPL) (Shao et al. 2013), LLVM Compiler (Linsbauer et al. 2014), MVNForum (Yang et al. 2009),
Pooka Email Client (Ali et al. 2011), Power control and protection system (Breivold et al. 2008), Printworks
(Li et al. 2005), QlikView (Nöbauer et al. 2014b), SELEX Sistemi Integrati Systems (Falessi et al. 2010), SIP
Communicator (Ali et al. 2011), WebStore (Santos et al. 2013), Wget (Linsbauer et al. 2014), x264 Library
(Linsbauer et al. 2014), Traffic management systems (Niu et al. 2014), Collaborative Software Suite (CoSS)
(Hariri et al. 2013), Sudoku (Tang and Leung 2015), Web Product configurators (Abbasi et al. 2014), KePlast
platform (Linsbauer et al. 2014), GameOfLife (Fischer et al. 2014), Electric motor controller (Rubin et al.
2015), Global trading and settlement system (GTSS) (Faust and Verhoef 2003)

Academic/Illustrative

MobileMedia (Al-msie’deen et al. 2013; Eyal-Salman et al. 2013b; Linsbauer et al. 2013; Eyal-Salman
et al. 2012, 2014; Mefteh et al. 2014; Tang and Leung 2015), Mobile Phone (Araújo et al. 2013; Nie et al.
2012; Li et al. 2007; Maazoun et al. 2014a; Gharsellaoui et al. 2015), SPLOT Feature Models (She et al.
2014; Bécan 2013; Bécan et al. 2013; Haslinger et al. 2011; Acher et al. 2012; Lopez-Herrejon et al. 2015),
Graph Product Line (GPL) (Linsbauer et al. 2014; Ziadi et al. 2012), Video On Demand (Linsbauer et al.
2013; Fischer et al. 2014), Wingsoft Financial Management System (Xue et al. 2010; Xue 2012), Banking
System (Martinez et al. 2014; Maâzoun et al. 2014b), ZipMe (Linsbauer et al. 2014; Fischer et al. 2014),
Washing Machine (Rubin and Chechik 2010; Rubin 2014), Airbag (Schulze et al. 2013), DirectBank (Peng
et al. 2013), Home Automation (Nie et al. 2012), Home Service Robot (Kang et al. 2005), Insurance Polocy
(Nie et al. 2012), J2ME Games Product Line (Kulesza et al. 2007), LinkedList (Linsbauer et al. 2014), PKJab
(Linsbauer et al. 2014), Project Factory (Noor et al. 2008), SensorNetwork (Linsbauer et al. 2014), Graphical
Editor (Maia et al. 2008), Text Editing System SPL (AL-Msie’deen et al. 2012), Vending Machine (Martinez
et al. 2014), Microwave Oven (Rubin 2014), Xfig System (Eisenbarth et al. 2001), Fame-DBMS (Linsbauer
et al. 2014), Jbook (Santos et al. 2013), Notepad SPL (Ziadi et al. 2014), Software Design Robot (Kumaki
et al. 2012), Library management systems (Chen et al. 2005), Wiki engines (Acher et al. 2012), Suppliers
offering systems (Acher et al. 2012), ModelAnalyzer (Fischer et al. 2014), Draw Product Line (Fischer et al.
2014), PCM Dataset (Bécan et al. 2013)

the preferred ones in this category (conferences). On the other hand, the journals with related
publications are with general purpose on Software Engineering and Computer Science. In
this category, there is a great number of possibilities (journals) that could be chosen.

4.7 RQ7 - Number and Frequency of Publications

The evolution on the number of publications along the years is depicted in Fig. 11. The first
papers appeared in 2001 and there was an increase in the number of publications in 2005
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Table 10 Tools used in the reengineering process

Name Reference Description

Variability to Aspect tool (Alves et al. 2007) Aims at extracting variations from
existing products by isolating such
variations into aspects.

FeatureMapper (Heidenreich et al. 2008; Seidl et al. 2012) A tool that allows defining map-
pings of features to model ele-
ments, specifying feature realisa-
tions.

CoDEx Tool (Trifu 2010) Creates and maintains direct trace-
ability links between functional
concerns and their respective
implementations in code.

ThreeVaMar (Rubin and Chechik 2010) This algorithm accepts as input a
model with duplications that rep-
resent systems and produces the
model of a product line.

Feature Model Extraction (Haslinger et al. 2011) An algorithm reverse engineers a
basic feature model from the fea-
ture sets, which describes the fea-
tures each system provides.

RecFeat (Nunes et al. 2012) A history-sensitive heuristic for
recovering features in code of
degenerate program families.

ETHOM (Segura et al. 2012) Uses an evolutionary algorithm for
the automated generation of feature
models.

Clone-Differentiator Tool (Xue 2012) Automatically characterizes clones
returned by a clone detector by dif-
ferentiating Program Dependence
Graphs (PDGs) of clones. It is
able to provide a precise character-
ization of semantic differences of
clones.

MapHist Tool (Nunes et al. 2013) MapHist tool applies heuristics to
explore the evolution history of the
family members in order to expand
feature mappings in evolving pro-
gram families.

SPLevo tools (Klatt et al. 2013) SPLevo is a software development
tool supporting the consolidation of
customized product copies into a
Software Product Line.

Theme/SPL (Araújo et al. 2013) A tool to enhance feature modelling
with traceability and improved sup-
port for cross-cutting concerns.

BUT4Reuse (Martinez et al. 2014; Martinez et al. 2015) This tool provides technologies for
leveraging commonality and vari-
ability of software artefacts.

ExtractorPL (Ziadi et al. 2014) A language-independent approach
which provides a quick automatic
front-end to refactor a set of sys-
tems into an SPL.
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Table 10 (continued)

Name Reference Description

ECCO Tool (Fischer et al. 2014; 2015) This tool automatically locate
reusable parts in existing systems
and compose a new system from a
selection of desired features.

Model Driven SaaS (Mohamed et al. 2014) This eclipse plugin executes the
QVT transformations that were
defined based on the evolution
rules.

AUFM Suite (Bagheri et al. 2012) In-house Eclipse-based plug-in for
feature modeling.

JfeTkit (Tang and Leung 2015) JFeTkit (Java Feature Mining
Toolkit) extracts featured code
from the software legacy.

FMr-T (Maâzoun et al. 2014b) FMr-T (Feature Model recovery
Tool) is a feature model extraction
tool that identifies code variability.

ArborCraft (Weston et al. 2009) This tool suite automatically pro-
cesses natural-language require-
ments documents into a candidate
feature model.

and 2007. We observe a “boom” between 2011 and 2013, when 54.6 % of the papers were
published.

4.8 RQ8 - Trends and Research Opportunities

During the analysis of the primary sources we identified some research gaps and limitations.
In this section, we report the research opportunities and trends uncovered by our mapping
study.

4.8.1 Automation and Tool Support

We observed that further studies should envisage the implementation of tools to automate
the entire process of reengineering of existing variants to an SPL. In many papers the authors
expose only an intention to provide a tool support to their methods. The first reason to
provide tool support to the reengineering process is to reduce the manual effort (Stoermer
and O’Brien 2001; Yang et al. 2009; Mefteh et al. 2014; Abbasi et al. 2014). Moreover,
an automated process can improve the overall quality of the reengineering process, since
this process is a labour-intensive task and error-prone (Stoermer and O’Brien 2001). In this
sense, authors argue for the necessity of providing tool support, such as Sampath (2013),
Passos et al. (2013), Zhang et al. (2011), de Oliveira et al. (2012), and Acher et al. (2012),
enabling an easier and better application of their approaches.

Despite the need to automate the entire reengineering process, authors point out the miss-
ing tool support for specific tasks. For instance, for detection phase, Santos et al. point out
as future research the use of test-based feature location to automate the mapping of features
to source code (Santos et al. 2013). As another example, now for the analysis phase, Xue
et al. (2010) mention the possible use of tools to automate reconciliation of inconsistent
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Fig. 9 Percentage of
publications per type

feature models and Li et al. (2005) argue that there is still no tool for feature aggregation and
abstraction. Regarding the transformation phase, Olszak and Jørgensen point out the labour-
intensive task of manually annotating feature entry points (Olszak and Jørgensen 2012). She
et al. describe as challenge the automation of feature location and dependency mining when
the focus of reengineering is large-scale systems (She et al. 2011).

For those papers that provide a tool, the authors recommend possible improvements.
Bécan (2013) and Merschen et al. (2011) point out that it is necessary to improve their tools.
According to the authors, the usability has impact on the effort saved. With respect to the
motivation to use their tools, Merschen et al. (2011), Damaṡeviċius et al. (2012), Ferrari
et al. (2013), and Acher et al. (2013) mention their intention on integrating their tools into
standard frameworks and environments to make them useful for developers and engineers.
So, besides the importance of existence of tools to support the reengineering, their usability
and integration into popular development frameworks should be considered. Martinez et al.
present a tool support for the reengineering process, however they argue for extend their
tool to deal with different types of artefacts (Martinez et al. 2015).

Fig. 10 Conferences, workshops and journals with most publications
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Fig. 11 Number of publications per year

In summary, given the increasing interest in SPLs, the implementation of tools to support
the phases of the entire process is fundamental to the practice and use in the industry.

4.8.2 Exploiting Multiple Sources of Information for Reengineering

Another research direction observed is exploiting different information sources during the
reengineering process. A research opportunity presented by Knodel et al. is using test cases,
commonly available in most projects, in conjunction with other sources to determine fea-
tures (Knodel et al. 2005). Trifu argues for the extraction of direct flow relations from
sources other than the source code (Trifu 2010). Kelly et al. suggest exploring source code
comments and documentation to enrich their approach for concept mining (Kelly et al.
2011). Eyal-Salman et al. indicate as future work the use of relationships between source
code elements to improve the traceability and feature identification (Eyal Salman et al.
2013). Duszynski et al. (2011) and Peng et al. (2013) mentioned as research direction the
use of design knowledge such as architecture models to allow the reengineering at a high
abstraction level. Bécan et al. do not point out what specific source should be explored, but
recommend that all artefacts that may be present in software projects can be used (Bécan
et al. 2013). In the same way, Yu et al. envisage the use of multi-grained resources, such
as code bases, historical code changes, mailing lists, bug databases, software descriptions,
user evaluations, etc Yu et al. (2013). To have a benefit in using different sources of infor-
mation, Kulesza et al. say that links between the different artefacts should be constantly
managed (Kulesza et al. 2007). This enables the use of different sources in conjunction,
such as proposed by Almeida et al. (2006), that recommend as future work the use of both
domain analysis and domain design in the software evolution. In the same way She suggests
the combination of bottom-up vs. top-down synthesis using artefacts at different levels of
abstraction to cover different points of view (She 2013).

4.8.3 Feature Management

Feature management is an important task in the reengineering process, responsible for
providing the variability among the features that compose the product variants.

An identified trend is the automated recovery of feature dependencies and interactions
considering aspects such as non-functional characteristic of systems (Li et al. 2005; Ali
et al. 2011; Bagheri et al. 2012). These aspects may help to refine the feature mappings
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and improve the resulting SPL (Li et al. 2007). Many studies generate feature models as
output but, in general, constraints, such as one feature requires or excludes another feature,
are not considered (Haslinger et al. 2011; Eyal-Salman et al. 2012; Damaṡeviċius et al.
2012; AL-Msie’deen et al. 2012; Al-msie’deen et al. 2013; Ferrari et al. 2013; Xue 2012;
Ziadi et al. 2014; She et al. 2014). Automatic recovery of constraints is an open issue to be
addressed in new studies. Some authors pointed out the research opportunity related with
the support to introduce, move, or delete features on a migrated SPL (Polzer et al. 2012;
de Oliveira et al. 2012). In fact it is not directly related with the reengineering process,
but if considered during the reengineering, the future evolution and maintenance may be
easier. Another research direction is the reengineering of partial variability, where a subset
of features with variability are considered more important and hence given priority in the
reengineering process, i.e. they will be migrated first, ahead of other lower priority features
(Romero et al. 2013; Losavio et al. 2013).

4.8.4 Hybrid Approaches

Hybrid approaches can improve the results when compared with the application of only one
type of strategy. For example, new approaches could consider the combination of different
strategies. Dynamic analysis can be combined with static analysis such as recommended
in the papers (Eisenbarth et al. 2001; Frenzel et al. 2007) or static analysis combined with
information retrieval (Romero et al. 2013). Some future directions are related to the use
of incremental and interactive approaches including the expert engineers in the automatic
process. It will be useful in situations with unsound or incomplete input to provide the
required information to enable the automated process (Haslinger et al. 2011; Davril et al.
2013).

Another research direction is the combination of techniques to better explore the artefacts
used in the reengineering. For example the combination of Formal Concept Analysis and
Latent Semantic Indexing to further explore the requirements artefacts (Eyal-Salman et al.
2012; AL-Msie’deen et al. 2013). Furthermore, some authors expose the opportunity of
using additional techniques (Rubin and Chechik 2012b; Anwikar et al. 2012; Acher et al.
2012). Recently, studies applying search-based algorithms have appeared. The Search-based
strategy has been little explored in the area of SPLs (Lopez-Herrejon et al. 2015) and has the
potential to exploit hybrid approaches (Harman et al. 2014). Based on this, Lopez-Herrejon
et al. point out the use of search-based algorithms to address many variability management
challenges (Lopez-Herrejon et al. 2015).

4.8.5 New Measures and Metrics

Measures and metrics are fundamental to support the reengineering process. However, we
observe that more specific factors should be considered during the reengineering tasks.
Some research opportunities are presented next.

Some authors indicated as way to improve the results of the reengineering the use of new
similarity measures. Rubin et al. point out the lack of alternative methods for calculating
graph similarity to deal with model variants (Rubin and Chechik 2012a). Nöbauer et al.
mentioned the need of sophisticated similarity calculation method to identify commonalities
in existing products (Nöbauer et al. 2014b). Eyal-Salman et al. identified the opportunity of
new research on the combination of lexical similarity with structural similarity to achieve
better results on the detection phase (Eyal-Samal et al. 2013a, b, c); Niu et al. mention the
necessity of novel ways to compute requirements similarity (Niu et al. 2014).
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Studies with sophisticated metrics to validate the costs and benefits of the reengineering
process should be carried out (Rubin et al. 2012). Research in this direction, mainly in real
scenarios, can help to evaluate the effort saved (Bécan et al. 2013). Besides, it is important
a more rigorous measurement and reporting for quantifying business benefits (Rubin 2014).
For example, to assess how is the evolution of the system after the reengineering (Bécan
2013). In general, the reengineering will provide benefits for the existing systems, but how
about the cost of adding new systems or new specific features?

Other possibilities for further investigation are regarding the existing relationships among
artefacts, mainly source code (e.g., method call, class inheritance, etc.) (Klatt et al. 2014;
Eyal Salman et al. 2013). This requires studies on semantic similarity measure among
elements (Nie et al. 2012). The combination of measures and metrics can minimize the influ-
ence of the input to reach good results in the reengineering of systems in different domains
(Falessi et al. 2010).

4.8.6 More Robust Empirical Evaluation

The great majority of the proposed approaches need better evaluation. In some cases a better
evaluation is required because only academic and illustrative systems were used to introduce
the approaches, however, they acknowledge the importance of using real case studies (Hei-
denreich et al. 2008; Van Der Storm 2007; Anwikar et al. 2012; Rubin and Chechik 2012b;
Araújo et al. 2013; Bécan 2013). It is also common the authors evaluate their approaches
with product variants of existing SPLs, an example is the use of ArgoUML-SPL. Using
existing SPLs in the evaluation makes possible to compare the reengineered SPL with the
original one. But they mention, as future work, empirical evaluation considering industrial
partners (Knodel et al. 2005; Noor et al. 2008; Knodel et al. 2005; Klatt et al. 2013; Abbasi
et al. 2014). Evaluation of the approaches in different domains and with complex case stud-
ies are mentioned as important future work (Ramos and Penteado 2008; Ziadi et al. 2012;
Acher et al. 2013; Shao et al. 2013; Nöbauer et al. 2014a). Other authors just mention the
need of further evaluation (Knodel et al. 2005; Alves et al. 2007; Maia et al. 2008; Breivold
et al. 2008; Trifu 2010; Ali et al. 2011; Acher et al. 2011; Seidl et al. 2012; Segura et al.
2012; Linsbauer et al. 2013; Santos et al. 2013; Passos et al. 2013; Davril et al. 2013; Lins-
bauer et al. 2014; Chen et al. 2005; Mefteh et al. 2014; Acher et al. 2012; Hariri et al. 2013;
Guzman and Maalej 2014; Eriksson et al. 2005; Mohamed et al. 2014; Kumaki et al. 2012;
2012). Besides further studies related with the better evaluation, another common issue is
the lack of a framework for comparing reengineering approaches (Yang et al. 2009; Xue
et al. 2010; Rubin and Chechik 2010; Segura et al. 2012; Nunes et al. 2012; AL-Msie’deen
et al. 2012; Lohar et al. 2013).

4.8.7 Other Issues and Challenges

In the following we describe some trends and opportunities mentioned in few papers that
can be a starting point to new studies.

New refactoring techniques should be proposed. In the results we observed a lack of
studies on the transformation phase. In two papers Rubin et al. point out the need of
sophisticated techniques for refactoring of models variants to generate an SPL (Rubin and
Chechik 2010; 2012a). Maâzoun et al. cited as future work the use of semantics in the
refactoring of SPLs (Maâzoun et al. 2014b). Moreover, together with these techniques, it
is important to devise testing tasks to check the impact on the quality of SPL refactorings
(Kolb et al. 2006).
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Some authors point out the importance of creating general guidelines covering the recent
advances of the field. Otsuka et al. (2011), Nunes et al. (2012), and Ziadi et al. (2012) argue
about the creation of guidelines to formalize the tasks of their proposed approaches. In a
similar way, other authors believe that the guidelines can lead to more automated support
(Stoermer and O’Brien 2001; Ramos and Penteado 2008; Martinez et al. 2015). Kang et al.
point out the need for guidelines for evaluating product line assets (Kang et al. 2005).

She cites the importance of future studies to cope with unsound or incomplete input
(She 2013). Both Rubin et al. (2013) and Bayer et al. (2004) presented operators to
support the reengineering of existing systems. An open research area is extending and
refining this catalogue of operators as well as dealing with incomplete or uncertain input
information.

Nunes et al. (2013) and Trifu (2010) purpose new research to better explore techniques
of seeding for mining of features in the source code. Polzer et al. point out the importance of
proposing approaches of general purpose to support the reengineering of system variants in
different domains (Polzer et al. 2012). Heidenreich et al. argue about new studies to create
more elaborated visualization tools to support feature mapping (Heidenreich et al. 2008).
Visualization is also pointed as a trend by Hariri et al. (2013) and by Guzman and Maalej
(2014). A challenge exposed by Schulze et al. is reuse of regulations of functional safety
besides the implementation artefacts (Schulze et al. 2013). Finally, the reengineering seems
to be a good context to deep analysis of the cost-benefit of the systematic reuse, i.e. it is an
opportunity for the application of Value-Based Software Engineering (Zhang et al. 2011).

5 Threats to Validity

The validity threats we faced are related to the systematic mapping process. A first threat
is concerned with the research questions. To minimize this kind of threat, we had several
discussions about the questions and goals of our search. We argue the research questions
reflect the goals of our work.

A second threat is about the terms used in the search queries. To address this threat we
composed three groups of terms that best represent our goals. Most of the terms used were
extracted from related works (Laguna and Crespo 2013; Lopez-Herrejon et al. 2015).

A third threat is concerned with the databases used. We perform the search for primary
sources on eight databases. The databases selected are well known and include the most rel-
evant ones, also we considered more databases than the related systematic mapping (Laguna
and Crespo 2013).

A fourth threat to validity is our classification scheme. We created a classification scheme
to enable answering our research questions. The steps to compose the presented classifica-
tion scheme were: (i) first we determined six dimensions related to the research questions,
(ii) then we collected and documented all relevant information from the primary sources
taking into account the dimensions and research questions, (iii) then we analysed what
of the identified information are similar or common in different studies, and finally (iv)
one category for each similar/common item was created in the correlated dimension. Other
researchers may possibly obtain another scheme.

A fifth threat to validity concerns the data extraction using the classification scheme.
During the creation of the classification scheme, the data extracted from the primary sources
was documented in a text document. This document was used to extract the information and
when necessary the studies were reread to clarify some doubt about the right category for
the paper. Also, we had many meetings and discussions about the extraction of the data.
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The last threat is related to a possible incorrect identification of research gaps and limi-
tations of existing studies. To reduce this threat we collected each mentioned limitation and
described future work for each primary source. After collecting this information from all
studies, we analyzed the data in order to identify common gaps and limitations.

6 Related Work

The related study most similar to ours is the work of Laguna and Crespo (2013). They per-
formed a systematic mapping study on SPL evolution, but they also consider the refactoring
of existing SPLs, which is not our focus. In contrast from Laguna and Crespo’s mapping
study, our study has the following differences:

– Addition of a broader set of search terms : to conduct the search we considered a
broader set of terms related to reengineering and SPLs, furthermore we include a new
set of terms related to feature location (see Section 3.2);

– Inclusion of a different set of research questions: our systematic mapping has seven
research questions to shed more light in the reengineering process. Laguna and Crespo
presented four research questions covering coarse-grained aspects of the reengineering
process and SPL refactoring, on the other hand we have focus on fine-grained aspects
such as phases and techniques/methods. Besides of mapping the works regarding the
approach, techniques and challenges of the reengineering process, as done by Laguna
and Crespo, we also mapped the common phases, the artefacts considered as input and
produced as output during the obtaining of the SPLs;

– Different analysis of case studies used for evaluation: we collect in the primary sources
and presented the case studies used to validate the proposed approaches;

– Publication venues and evolution: our work also presents analysis about the common
publication venues preferred by researchers and evolution of the publications along the
years;

– Extended classification scheme: we adopt a different classification scheme using a
more fine-grained categorization regarding the reengineering phases, techniques and
methods, and the type of input and output artefacts;

– Updated primary sources: Laguna and Crespo’s mapping study considered papers pub-
lished until 2011, on the other hand our mapping includes papers published until
2015.

Fenske et al. construct a detailed taxonomy of SPL reengineering, giving different names
to distinct activities and showing their relationships (Fenske et al. 2013). In summary, they
considered migration, refactoring and mapping in the reengineering process. In contrast,
in this paper we considered the reengineering phases and strategies. Furthermore, their
effort was only concentrated on the classification of a corpus of available work, present-
ing what studies exist in SPLs reengineering without providing further details or analysis
of them. The scope of their study is smaller than ours. They considered only three dimen-
sions regarding the purpose of the reengineering, the technique used, and the number of
software systems used as input for the process. They included works that also perform the
reengineering from a single system to an SPL, which is not our focus.

Lozano presents a survey of approaches to detect variability concepts in source code
(Lozano 2011). Her focus is specifically the detection of variabilities. One of the conclusions
pointed by Lozano is that some techniques, e.g. to address architectural degradation, are
limited to address SPLs from single products. This conclusion corroborates our motivation
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in performing this mapping study to map works starting from a set of products instead of a
single product. Tiarks et al. present a state-of-art of clone detection with focus on migration
(Tiarks et al. 2011). They performed an assessment of clone detection in source code. In
contrast with those studies, we focus our study on the entire reengineering process, not only
presenting the scenario of detection phase.

Two systematic literature reviews have as focus the requirements engineering for soft-
ware product lines. Alves et al. have used SPLE adoption strategies to classify the papers
(Alves et al. 2010). From the results we observed that 39 % of the papers employed an
extractive approach, on the other hand 57 % of the papers adopt a proactive approach. The
authors suggest to researchers and practitioners focus more on extractive strategy, as well
as reactive. The work of Bakar et al. presents approaches that only extract features from
natural language requirements for reuse in SPLE (Bakar et al. 2015). This study is related
to ours, however, it reports only approaches that use requirements as input. Differently, our
study also considers the other artefacts used in the reengineering.

Koziolek et al. reported an exploratory case study on experiences and lessons learned
from domain analysis in four large-scale cases on more than 20 industrial software systems
(Koziolek et al. 2015). After the domain analysis only one case study resulted in an SPL. For
the other cases stakeholders decided to use smaller integration scenarios, mainly due to high
migration costs in the industrial domain and because of the business flexibility. According
to the authors, business flexibility is often an argument against an SPL approach once some
stakeholders were afraid of tightly collaborating with other business units. This study shows
that the reengineering is not the best choice in such conditions. However, the authors point
that more studies are necessary to further support their findings.

Harman et al. present a survey with directions for future work on Search-Based Software
Engineering (SBSE) to SPLs (Harman et al. 2014). Regarding the reengineering process,
the authors present some studies on the reverse engineer of feature models from a set of
instances applying SBSE techniques. Another claim made by the authors is that the recent
advances in genetic improvement might be exploited by SPL researchers and practition-
ers. We also have presented an overview and roadmap on the use of genetic improvement
to SPLs (Lopez-Herrejon et al. 2015). Some connections are drawn between recent and
ongoing research on reverse engineering SPLs and their evolution with the GISMOE
approach.

Galster et al. performed a literature review about variability in software systems (Gal-
ster et al. 2014). As result the authors proposed an empirically grounded classification of
the dimensions of variability. They also attest lack of evidence for the validity of existing
approaches. Chen and Babar present a systematic review on the field of variability manage-
ment (Chen and Babar 2011). The authors pointed out that there is a lack of robust evaluation
for the approaches. Nevertheless, they also show that most of the studies report positive
effects of the proposed variability management approaches. About variability management,
Metzger and Pohl presented achievements and challenges of the field (Metzger and Pohl
2014). The authors identified some research challenges that existed for quite some time
are still opened. For instance, product line quality assurance techniques, scoping, domain
design, application requirements engineering, as well as application design and realiza-
tion. Despite of the three works have done an extensive survey of variability and variability
management literature, none of them discussed about reengineering of existing system.

The study of Heradio et al. reported a bibliometric analysis of research on software
product lines (Heradio et al. 2016). The goal of their paper is to cover the entire field
of SPLs. They identify the most influential publications, the most researched topics, and
how the interest in SPL topics has evolved along the time. They conclude that software
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architecture was the initial motor of research in SPLs, and that feature modeling has been
the most important topic for the last fifteen years. Differently of this bibliometric analysis,
we present here a systematic mapping with focus in the sub-field of reengineering.

7 Concluding Remarks

In this paper we describe the results of a systematic mapping study on the reengineering
of existing systems to an SPL. We observed that studies in this field are presented in a
wide range of venues such as conferences, workshops, journals, technical reports, PhD and
master theses, and book chapters. The increase in the number of publications until 2013
points out a great interest in this topic. Despite of a decrease in the number of publica-
tions in 2014-2015, the topic of reenginering still has attention of the research community.
Different strategies based on existing methods present in Software Engineering are used to
support the reengineering process. Static analysis, Expert-driven, and Information Retrieval
are the most common strategies applied. Dynamic analysis has few works along the years
and the Search-based strategy has appeared recently. Artefacts of almost all software engi-
neering process are considered as input and output. Source code and Requirements are the
most common inputs. Feature discovery and Source code refactored are the most common
outputs. To evaluate the proposed approaches, several systems are used. In the category of
industrial systems we collected 50 different systems. ArgoUML and Linux Kernel are the
most common. In the category of academic systems, we collected 32 systems used in eval-
uation. MobileMedia is the most common. Regarding tools supporting the reengineering
process, we identified 15 tools in the primary sources.

During the classification and reading of the studies, we could observe the existence
of research opportunities and trends. So, eight major areas for future research are pre-
sented, namely: automation and tool support, exploiting multiple sources of information for
reengineering, feature management, hybrid approaches, refactoring techniques, need of use
guidelines, new measures and metrics, and more robust empirical evaluation.

We hope that this mapping not only motivate new research on this topic, but also encour-
ages software companies to consider the implementation of the systematic reuse of their
products. C&O is a common practice in industry, so companies have available the resources
needed for the reengineering. From the findings presented in this mapping study companies
can be aware of the reengineering process to obtain an SPL, the available tools, artifacts
commonly used and created, as well as, approaches proposed to perform the reengineering.
As a result of the systematic reuse, companies are able to maintain existing products and
evolve their portfolio of products by reusing existing artifacts in an easier way.
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Araújo JA, Goulão M, Moreira A, Simão I, Amaral V, Baniassad E (2013) Advanced modularity for building
SPL feature models: a model-driven approach. In: 28th symposium on applied computing, SAC. ACM,
New York, 1246–1253. doi:10.1145/2480362.2480596

Bagheri E, Ensan F, Gasevic D (2012) Decision support for the software product line domain engineering
lifecycle. Int Conf Autom Softw Eng 19(3):335–377. doi:10.1007/s10515-011-0099-7

Bayer J, Forster T, Ganesan D, Girard JF, John I, Knodel J, Kolb R, Muthig D (2004) Definition of reference
architectures based on existing systems. Tech. Rep. Report No. 034.04/E, Fraunhofer IESE-report No
034.04/E
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mation Technology of the École de Technologie Supérieure of the University of Quebec in Montreal, Canada.
Prior he was a senior postdoctoral researcher at the Johannes Kepler University in Linz, Austria. He was an
Austrian Science Fund (FWF) Lise Meitner Fellow (2012–2014) at the same institution. From 2008 to 2014
he was an External Lecturer at the Software Engineering Masters Programme of the University of Oxford,
England. From 2010 to 2012 he held an FP7 Intra-European Marie Curie Fellowship sponsored by the Euro-
pean Commission. He obtained his Ph.D. from the University of Texas at Austin in 2006, funded in part by a
Fulbright Fellowship sponsored by the U.S. State Department. From 2005 to 2008, he was a Career Develop-
ment Fellow at the Software Engineering Centre of the University of Oxford sponsored by Higher Education
Founding Council of England (HEFCE). His main expertise is in software customization, software product
lines, and search based software engineering.

Lukas Linsbauer is currently a PhD student at the Institute for Software Systems Engineering at the
Johannes Kepler University (JKU) in Linz, Austria under the supervision of Prof. Alexander Egyed and Dr.
Roberto Erick Lopez-Herrejon. He received his master’s degree in computer science from the JKU after only
four years of study for each of which he received a merit scholarship. His research interests are in traceability,
software product lines, variability modeling and management, and highly variable and configurable systems.

Author's personal copy



3016 Empir Software Eng (2017) 22:2972–3016

Silvia R. Vergilio received the MS (1991) and DS (1997) degrees from University of Campinas, UNICAMP,
Brazil. She is currently at the Computer Science Department at the Federal University of Paraná, Brazil,
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